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ABSTRACT

This paper describes the solution of our team NLPR_-MMC
for MSR-Bing Image Retrieval Grand Challenge. This chal-
lenge is to develop an image-query scoring system to assess
the effectiveness of query terms in describing the images.
The provided dataset includes a training set containing more
than 23 million clicked image-query pairs crawled from the
web, and a development set which has been manually la-
beled. The test set is used in the final evaluation. We
employ a diverse set of models to exploit image and query
features from different perspectives. And these individual
models are blended to boost the performance. Our solution
achieves 0.5033 in terms of DCG@25 on the test set.

Categories and Subject Descriptors

H.4 [Information Systems Applications]: Miscellaneous;
D.2.8 [Software Engineering]: Metrics—complezity mea-
sures, performance measures

General Terms
Algorithms
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Image retrieval, query, image, scoring model

1. INTRODUCTION

Text-based image retrieval (TBIR) has found growing im-
portance due to its popularity through Web image search
engines'?. In the task of TBIR, the input is a text query
and the retrieval system outputs a ranking set of images in
which the relevant images to the query should appear on
the top. There are various query-by-text image retrieval
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approaches proposed in both industrial and academic com-
munities. These approaches include text matching based on
the textual information associated with images, automatic
image annotation approaches based on Support Vector Ma-
chines (SVMs) [9, 11], boosting classifiers [10], PLSA [8],
and Corr-LDA [1], and the ranking models [7, 6] which di-
rectly connect the text queries to images. Along with the
increasing usage of image search engines, users generate rich
retrieval records which contain the clicked image-query tri-
ads indicating certain relevance information between images
and text queries. This provides huge possibility to train and
evaluate the image retrieval models by leveraging the user
click logs. In this context, we are engaged in the MSR-Bing
Image Retrieval Challenge to develop models exploiting user
click logs from Bing image search engine for image retrieval.

The task of MSR-Bing Image Retrieval Challenge is to
produce a floating-point score on each image-query pair that
reflects how relevant the query could be used to describe the
given image. The dataset includes a training set and a de-
velopment set. The training set contains 23,094,592 triads
that are sampled from Bing image search engine. Each tri-
ads is a clicked image-query record. The development set is
a manually labeled dataset which contains 1,000 queries and
79,665 images for evaluation. The test set is available for the
final evaluation. The relevance between images and queries
is defined with three levels: excellent, good, and bad. The
evaluation metric is Discounted Cumulated Gain (DCG)3.
Each query associates with multiple images. To compute D-
CG, for each query, we sort the images based on the floating
point scores produced by the scoring system. DCG for each
query is calculated as
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where rel; = {Excellent = 3, Good = 2, Bad = 0} is the man-
ually judged relevance for each image with respect to the
query, and 0.01757 is a normalizer so that the perfect rank-
ing has a NDCG value of 1. The final result is averaged over
all queries in the test set.

For the challenge task, we develop an ensemble system
containing diverse image retrieval models towards image-
query pair scoring. A rich set of models are first employed
to measure the relevance of an image-query pair by cap-
turing different information from images and queries. We
then combine the individual models to generate the final

3http://web-ngram.research.microsoft.com/GrandChallenge,/Rules.aspx
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Figure 1: Overview of the proposed system

relevance score. The individual models are trained on the
training set. To train the ensemble model, we use half of
the development set as the validation set to learn the model
parameters. The remained development set is used as test
set for evaluation. Experimental results on the development
set show competitive performance, which validate the effec-
tiveness of our proposed system.

2. SYSTEM OVERVIEW

We first provide an overview of our proposed system for
image-query pair scoring. As shown in Figure 1, the scoring
system can be divided into four stages: data preprocess-
ing, image and query features extraction, individual models
training, and ensemble models learning. In the first stage,
we perform data preprocessing on the training set to gener-
ate data annotation and build a lexicon for correcting the
query spelling errors. In the second stage, a rich set of image
and query features are extracted for scoring models learning.
In the third stage, we apply several approaches to capture
different properties of the clicked image-query dataset and
learn a diverse set of models. In the final stage, the learned
individual models are aggregated to generate the final scor-
ing result.

3. DATA PREPROCESSING

3.1 Dataset

The data provided by Microsoft includes two parts: (1)
the training set which is a sample of Bing user click log, (2)
the development dataset which is a manually labeled set,
and (3) the test set which is used for final evaluation. Each
triad in the training set is a clicked image-query component
which contains image, query, and click count. Each record
in the development set includes query, image and judgment.
The judgment has three relevance levels: excellent, good,
and bad. Table 1 provides summary statistics of the dataset
used in the experiments.

3.2 Query Processing

We observe that the queries contains many spelling er-
rors such as simple typographic errors (e.g., gril for girl),
and complicated cognitive errors (e.g., camoflauge for cam-
ouflage). We construct a spelling lexicon to correct the mis-
spelled query terms. The lexicon contains correct spelling
words and the corresponding misspelled words. We first ob-
tain the correct spelling words of text queries in the training
set using WordNet, and then calculate the distance between
two words w; and w; referring to the Google distance [2]:

max(log f(w;), log f(w;)) — log f(w;, w;)
log G — min(log f(w;), log f(w;))

d(wi, ’LUJ') = (2)
where f(w;) and f(w;) are the number of images containing
word w; and word w; respectively, f(w;,w;) is the number of
images containing both w; and wj;, and G is the total number
of images. Two words with the distance below a threshold
are selected as a word pair in the lexicon for query spelling
correction. In the test query, a misspelled word is detected

Table 1: Summary statistics of the datasets used in
the experiments.

Dataset Statistics Count
F#triads | 23,094,592
Training set #images | 1,000,000
#words 867,866
#triads 79,926
Development set | #queries 1,000
#images 79,665
#triads 77,453
Test set F£queries 1,000
#images 77,453

and replaced with its corresponding correct word using the
lexicon.

3.3 Data Annotation

Data annotation includes two parts: (1) image annotation,
and (2) tag annotation. We use the clicked image-query pair
in the training set for image annotation: high click count
means high relevance between image and query words. For
each image in the training set, we aggregate all its associated
query words with click count to obtain the ranking tags. Tag
annotation is to assign relevant images for each tag. We
also utilize the clicks of each image-query pair for our goal.
Specifically, for each tag, we select the images associated
with the tag and rank them according to the click count.
Image annotation and tag annotation are used in image-
query scoring models which are discussed in Section 5.

4. FEATURE EXTRACTION

This section introduces both the features of queries and
the features of images used by our individual models.

4.1 Query Features

The bag-of-words model is used for query representation.
In this context, a vocabulary V is constructed from the train-
ing set to define the set of examined words. Each query is
represented as a vector ¢ € RT, where T' denotes the vo-
cabulary size. We concentrate on a vocabulary of 100,000
words by selecting the highly frequent words and removing
meaningless words from the text queries in the training set.
The feature weight is defined using word occurrence.

4.2 Image Features

We extract a rich set of image features including HOG [3]
and multiple global features [13]. The HOG descriptors are
quantized into a 21,504 dimensional sparse feature vector
using LLC [12] with a codebook of the 1024 visual words
and spatial pyramid matching. The 809 dimensional glob-
al features contain color moment, edge histogram, wavelet
texture feature, LBP, and GIST.

S. INDIVIDUAL MODELS

In this section, we introduce several different approaches
for scoring an image-query pair (z,q), and let s(z, ¢) denote
the relevance score between the image x and query q.

5.1 Concept Classification

With concept referring to a salient term or phrase, we ex-
tracted 249,527 concepts from the queries in the training set
using the OpenNLP tool. Table 2 lists the statistics of our



Table 2: The statistics of our extracted concepts
#Term | 132,416 | #Name | 30,962
#Chunk | 78,860 | #Location | 5,289
#Query | 2,000

Table 3: Text similarity calculation

Formulations Descriptions
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extracted concepts. For each concept c, we train a binary
classification model. A concept refers to a salient term or
phrase. We use linear SVM in LIBLINEAR [5] combined
with HOG features to train each concept classifier. The
positive examples are the images with which the concept ¢
appears in the associated clicked query, and the negative ex-
amples are randomly sampled from other irrelated images.
With the trained concept classification models, in the test
stage, we detect the concepts in the query and use the corre-
sponding concept classifiers to obtain the response scores on
the test image. The sum of all the response scores is used as
the concept classification-based image-query relevance score.
The DCG@25 of this model is 0.4937 on the test set.

5.2 Query-based Scoring Model

The idea of this model is to measure the similarity be-
tween test image and the images in the training set which
are relevant to the test query. First, we use the test query
to retrieve the relevant images using the tag annotation set.
Second, the similarity between the test image x and the re-
trieved images X is calculated as

— ||l —X 2
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where o is a scaling parameter and adaptively assigned as
the median value of all pair-wise Euclidean distances be-
tween images. Here, global feature is used to represen-
t x. We have evaluated this method on the development
set. The performance of this method is inferior to the con-
cept classification-based method and discriminative ranking
method. Hence we do not evaluate this method on the test
set.

5.3 Image-based Scoring Model

Similar to query-based scoring model, we first use the test
image to retrieve the K nearest neighbor images using the
image annotation set, and then measure the text similarity
between the test query and the associated tags with the
K nearest neighbor set H. LSH [4] method is applied to
conduct the nearest neighbor search. The image features
are global features. The text similarity is calculated as

1 _
s(x,q) = — > e 'nTl(q, Th) (4)
Hl ieh
where [;, is the visual similarity distance between image x
and h, II(q,Ty) is the text similarity between query ¢ and
tags T}, associated with image h. We compute text similarity

using three methods summarized in Table 3.

Table 4: Performance of the individual models and
ensemble models on the test set

Model Public Leaderboard DCG@25

Concept Classification 0.4937
Query-based Scoring -
Image-based Scoring -

Discriminative Ranking Model 0.4962
Two Models Fusion 0.5017
Ensemble of All Models 0.5033

We have also evaluated this method on the development
set. The performance of this method is inferior to the con-
cept classification-based method and discriminative ranking
method. Hence we also do not evaluate this method on the
test set.

5.4 Discriminative Ranking Model

This model is referred to [7] ,where a learning criterion
related to the ranking performance is adopted. The input
is the features of text query ¢ and image x. Here x is rep-
resented as HOG features. The model outputs a relevance
score of the image-query pair, which is calculated as follows:

s(z,q) = q- f(x) ()

where f refers to a parametric mapping from the image space
to the text space. f is learnt by optimizing the supervised
loss for the image-query ranking. The optimization criterion
is:
Nt N— A
mjn 323 S max(0,1 - s(ei,0) + s(es ) + 5101 )
i=1j=
where 0 represents the parameters of the model, N7 is the
number of positive samples, and N~ is the number of nega-
tive samples. For a query, we select the associated images as
positive examples and use the images associated with other
queries as negative images. We use the Passive-Aggressive
(PA) algorithm [7] to train the model.
This is the best individual model we have, and can achieve
0.4962 on the test set.

6. ENSEMBLE MODEL

We employed the simple linear bending method. Refer-
ring to the performance of each kind of individual models
on the development set, we empirically set the weights for
the four scoring methods. The weighted sum of the four
methods is taken as the final image-query relevance score.
We conduct the evaluation of two fusion schemes. The first
one is that we take the uniform average of the output scores
of concept classification method and discriminative ranking
method. The performance of this fusion scheme is 0.5017.
The second one is to combine the four scoring models. Con-
sidering the individual performance of the four methods, we
empirically set the fusion weights for concepts classification,
query-based scoring, image-base scoring, and discriminative
ranking model as 0.3, 0.1, 0.1, 0.3 respectively. The per-
formance on the test set is 0.5033. This is our best result.

7. CONCLUSIONS

In this paper, we introduce our solution for MSR-Bing
Image Retrieval Challenge. We present an ensemble frame-
work of combining a diverse set of models to measure the
relevance between a text query and an image. The results



on the provided dataset demonstrate the effectiveness of our
proposed approach for image retrieval.
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